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Abstract—This paper addresses the task of classifying galaxy
clusters, which are the largest known objects in the Universe.
Galaxy clusters can be categorized as cool-core (CC), weak-
cool-core (WCC), and non-cool-core (NCC), depending on their
central cooling times. Traditional classification approaches used
in astrophysics are inaccurate and rely on measuring surface
brightness concentrations or central gas densities. In this work,
we propose a multi-branch attention network that uses spatial
attention to classify a given cluster. To evaluate our network,
we use a database of simulated X-ray emissivity images, which
contains 954 projections of 318 clusters. Experimental results
show that our network outperforms several strong baseline
methods and achieves a macro-averaged F1 score of 0.83. We
highlight the value of our proposed spatial attention module
through an ablation study.

I. INTRODUCTION

Clusters of galaxies are the most massive collapsed objects
in the cosmos. A large quantity of valuable information related
to dark energy and dark matter is carried by galaxy clusters.
With the rapid development of satellites, space telescopes can
capture long-distance astronomical images that the unaided
human eye could never capture. However, classifying these
large scale images is still a challenging task, mainly because
most of the useful information is concentrated in small central
regions.

Galaxy clusters can be categorized into cool-core (CC),
weak-cool-core (WCC) and non-cool-core (NCC) clusters
based on their central cooling times [1]. The formation
process of hierarchical structures shock-heats the intraclus-
ter medium (ICM) to to 107 − 108K, resulting radiating
the emission of X-rays [2]. X-ray emissivity images of the
ICM show that the central cooling times vary significantly
between different clusters. Clusters with shorter cooling times
(tcool ≤ 1.0h

−1/2
71 Gyr) are known as CC clusters. CCs have

a systematic central temperature while temperature profiles of
WCCs (1.0h−1/2

71 Gyr < tcool < 7.7h
−1/2
71 Gyr) are decreasing

slightly towards the center or flat. NCCs are characterized
as having highest core temperature in the center (tcool ≥
7.7h

−1/2
71 Gyr) [3]. See Figure 1 for examples of simulated X-

ray images of CC, WCC and NCC galaxy clusters in multiple
dimensions.

Conventional methods in astrophysics for conducting this
classification are through measuring other physical quantities.
For example, central gas densities have been used in [2] [4] [5]

Fig. 1: Simulated X-ray emissivity images of cool-core (CC),
weak-cool-core (WCC) and non-cool-core (NCC) galaxy clus-
ters in 1024×1024 pixels (left column), 256×256 pixels (mid
column), and 50× 50 pixels (right column).

to identify whether the galaxy cluster contains a cool core or
not. The problem for this strategy is that for a modest exposure
time, directly measuring gas densities in X-ray images is
still a challenging task. Measuring X-ray surface brightness
concentrations is another approach to identifying cool-core
clusters [2] [6] [7], but this approach leads to inaccurate
predictions of core types [8].

Deep learning has been applied in different vision
tasks [9] [10] [11]. Naı̈ve deep learning approaches for solving
this problem would be taking entire images as inputs and
predicting cluster types directly. However, this strategy is
limited in that central cooling times are usually related to
only small informative regions near the center, and feeding
unrelated regions into the network may bring unnecessary
noise and decrease the performance of the model.

In this work, we address the existing issues and propose



improved multi-branch attention networks that utilize attention
and bivariate Gaussian distribution to identify the galaxy
cluster type. We use ResNet-18 [12] as backbones for both
primary branch and auxiliary branch in our architecture. The
primary branch takes as input an original X-ray image and
outputs a categorical distribution over a discrete label space.
Considering the fact that unrelated regions in the image may
be noisy for predicting the central cooling time, an attention
module is attached at the end of the last residual block to
guide the network to focus on the small region that is strongly
relevant to the prediction. By taking advantage of the fact
that the cooling time is more relevant to the central region
in a galaxy cluster than outer regions, we utilize the bivariate
Gaussian distribution to generate masks. Combining outputs
from attention and Gaussian modules, we get a binary mask
which can be used to crop the small region in the original
image. The auxiliary branch takes as input a cropped region
and outputs a distribution. We concatenate feature vectors from
two branches together for the final prediction.

Our loss function is designed by encompassing our domain
knowledge that the central cooling times of three different
types of galaxy clusters (CC, WCC, NCC) vary continuously.
We address this as an ordinal classification task. For this work,
we propose to use cross entropy for classification and Cramer
distance for regression. Our final loss incorporates both a
classification and regression component.

The main contributions of this work are summarized as
follows:

• introducing a new simulated X-ray Emission dataset.
• proposing a multi-branch attention network architecture

for galaxy cluster classification.
• integrating attention and bivariate Gaussian distribution

to generate core masks.
• designing loss functions by encompassing our domain

knowledge.

II. RELATED WORK

Our work builds upon previous works in several areas:
machine learning in astronomy, visual attention mechanisms,
X-ray emission from clusters of galaxies, and other similar
works.

Machine Learning in Astronomy. Astronomy is undergo-
ing a fast growth in data size and complexity. Machine
learning approaches have become increasingly popular among
astronomers and have been broadly applied in multiple
tasks [8] [13]. Deep learning methods, especially the convo-
lutional neural network (CNN) and its varieties, can achieve
better performance than many conventional methods in image-
related tasks and facilitate new discoveries. For example, in
the task of predicting galaxy cluster X-ray masses, CNNs learn
from a low resolution spatial distribution of photon counts and
achieve higher accuracy compared to a more standard core-
excised luminosity method [14]. For 2D photometric galaxy
profile modelling, DeepLeGATo [15] is more accurate than
GALFIT [16] and about 3000 times faster on GPU. In the task

of improving galaxy morphologies, deep learning approaches
show smaller offset and scatter than previous models trained
with support vector machines [17].

Visual Attention Mechanisms. The galaxy cluster classi-
fication task needs to tell the relatively subtle differences
between different cooling times. Typically, central cooling
times are related to only small areas near the center. It is
beneficial to induce the network to localize and focus on
those small informative regions to minimize the negative effect
of the noisy regions. Attention mechanisms are applied in
the neural networks to help models learn significant features
efficiently [18] [19] [20]. Unlike the convolution kernel that
calculates over a local neighborhood region, the attention
module can calculate the similarity of pixels in the whole
feature map. Visual attention mechanisms are broadly applied
in multiple vision tasks. Self-attention is used in improving the
training stability and performance of Generative Adversarial
Networks [21]. Non-local models utilize attention for video
processing [22]. Residual attention is proposed for image
classification [23]. Attention has also been applied in medical
imaging tasks. For example, an attention guided model is
proposed for the task of thorax disease classification on chest
X-ray images [24]. In our work, we utilize the Class Activation
Mapping [25] to allow the classification-trained CNN to both
classify the image and localize the region that is most relevant
to the central cooling time.

Spatial Transformer Networks The purpose of spatial trans-
former networks [26] is similar to our work. STN introduces
a new learnable module, which can explicitly allow the spatial
manipulation of data within the network, so neural networks
can actively spatially transform feature maps to disentangle
object pose and part deformation from texture and shape.
However, STN is not designed for large images like galaxy
cluster images, and it is difficult to train, especially when the
target objects exist in such small central regions.

X-ray Emission from Clusters of Galaxies. Galaxy clusters
are the largest known gravitationally bound structures in the
Universe. Typically a regular cluster contains hundreds of
galaxies spreading over a region with a diameter of roughly
1023m [27]. A galaxy cluster can be hundreds to thousands
times more massive than the Milky Way. The space between
cluster member galaxies is suffused with hot gas, which
is heated to temperatures of millions of Kelvin. This gas
emits high-energy radiation so it can be studied with X-
ray telescopes. X-ray emission was detected from the galaxy
M87 in the center of the Virgo cluster in 1966 [28]. In
1971, X-ray sources were detected in the directions of the
Perseus and Coma clusters by balloons or sounding rock-
ets [29] [30]. These discoveries suggested that galaxy clusters
might be bright X-ray sources, and the launch of the Uhuru
X-ray astronomy satellite verified that this hypothesis was
correct [31]. In 1999, the flagship X-ray telescope of NASA
was launched with the goal of detecting X-ray emission from
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Fig. 2: Overview of our network architecture.

very hot regions of the Universe such as exploded stars,
clusters of galaxies, and matter around black holes, and it
provides massive high-quality X-ray images for astronomy
researchers.

III. APPROACH

We propose multi-branch attention networks for galaxy
cluster classification. We optimize the parameters of this model
by minimizing a loss function that combines classification and
regression component losses. We begin by outlining our base
architecture, which is used in computing all component loss
functions.

A. Architecture

Our proposed CNN architecture is shown in Figure 2. It
takes as input a galaxy cluster X-ray image and outputs three
categorical distributions over the same discrete label space.
Both the primary and auxiliary branches are classification
networks that predict the core type of the galaxy cluster, and
consist of a portion of ResNet-18 architecture [12]. In the
primary branch, ResNet architecture is used for high-level
feature map extraction. We use the output of the last residual
block, before global average pooling. We denote this output
feature map as M , which is a 8× 8 tensor with 512 channels.
M is then used to generate an attention map. We also denote
the feature vector extracted by the pooling layer as V1, which
is a 1 × 1 tensor with 512 channels. For the input image,
we formulate a parametric function using bivariate Gaussian
distribution. We create a binary mask by taking the union of
the attention mask and the Gaussian mask. We use that binary
mask to crop an informative region from the input image and
pass it to the auxiliary branch for classification. In the auxiliary

branch, we denote the output of the last global average pooling
layer as V2, which is also a 1×1 tensor with 512 channels. By
concatenating V1 and V2, we get a new tensor with the size
of 1× 1× 1024, and this tensor is passed to a fully connected
layer to predict a categorical distribution over 3 galaxy cluster
classes.

B. Attention Map

We propose to construct attention maps to locate the most
informative regions in the input images for galaxy cluster clas-
sification. By applying thresholds on attention maps, binary
masks are constructed.

In this work, Class Activation Mapping [25] is performed
to localize the discriminative regions used by the CNN to
identify the cluster type. We compute a weighted sum of M to
obtain a class activation map (CAM) for the input image. The
activation of channel k in the feature map M at coordinate
(x, y) is mk(x, y). The result of global average pooling for
that unit is Mk =

∑
x,ymk(x, y). For a given class c, the

input to the softmax is Sc =
∑

k w
c
kMk, where wc

k is the
weight corresponding to class c for channel k. We obtain the
class score

Sc =
∑
k

wc
k

∑
x,y

fk(x, y) =
∑
x,y

∑
k

wc
kfk(x, y) (1)

and by summing the scores for location (x, y), we get the
attention map

Ac(x, y) =
∑
k

wc
kfk(x, y) (2)



where Ac(x, y) is the value that represents the importance of
the activation at (x, y) of the input image for class c. The final
probability for class c is defined by

Pc =
exp(Sc)∑
c exp(Sc)

(3)

The size of the attention map A we get is 8×8, and we resize
that to 256×256 to fit the original size of the input image. We
then normalize the attention map to [0, 1] and get a heatmap
H1. To generate a binary mask B1, we set the threshold to τ1
(0 ≤ τ1 ≤ 1). Specifically,

B1(x, y) =

{
1, H1(x, y) ≥ τ1
0, otherwise.

(4)

C. Gaussian Mask

Considering the fact that the most informative regions for
classification are close to centers, we formulate a parametric
function by using bivariate Gaussian distribution to guide the
model to focus on the central regions during training. For a
given image with the size of w × h, we use the following
bivariate Gaussian distribution to sample the probability for
the pixel at location (x, y) in the image:

p(x, y) =
1

2πσxσy
exp

[
−
(
(x− µx)

2

2σ2
x

+
(y − µy)

2

2σ2
y

)]
.

(5)
We use the coordinate of the brightest point in the input
image as (µx, µy), which is the center of this distribution.
The covariance matrix is

∑
= diag(σ2

x, σ
2
y) since x and y are

considered as independent variables. We represent σx and σy
in form:

σx =

√
w2

λ
, σy =

√
h2

λ
(6)

where λ is a hyper-parameter. To get the heatmap H2, we
then normalized the Gaussian mask to [0, 1]. Similar to the
operation in attention map, we set the threshold to τ2 (0 ≤
τ2 ≤ 1) to generate a binary mask B2. Specifically,

B2(x, y) =

{
1, H2(x, y) ≥ τ2
0, otherwise.

(7)

The final binary mask is created by taking the union of B1

and B2. Specifically,

B(x, y) =

{
0, B1(x, y) ·B2(x, y) = 0

1, otherwise.
(8)

We take the minimum and maximum coordinates in the binary
mask B and get a bounding box [xmin, ymin, xmax, ymax].
The bounding box is used for cropping a small informative
region in the original input image for the classification of the
auxiliary branch.

D. Loss Function
Avoiding overfitting is always a key challenge in training

large networks with relatively small datasets. In this work, we
propose to use a combination of classification and regression
component losses to train our model. The classification loss
contains the primary loss, the auxiliary loss, and the fusion
loss. The regression loss utilizes Cramer distance to take the
order of CC, WCC, and NCC into consideration. The total
loss function is:

L = αpLp + αaLa + αfLf + αrLr (9)

In this section we are going to describe the different compo-
nents of L in detail.

Classification Loss. The first three components Lp, La, and
Lf , of our total loss, L, are classification loss and correspond
to the main goal of our network: identifying the galaxy cluster
core type of an input X-ray image. Each X-ray image is
associated with a core type, t ∈ {1, 2, 3}. We apply our
proposed network architecture with 3 outputs, representing
a categorical distribution over CC, WCC and NCC. We
denote the predicted distribution of the primary component,
the auxiliary component and the fusion component as ŷp, ŷa
and ŷf , respectively. We use the weighted cross entropy loss
between the predicted distribution and target distribution, y,
so the classification loss functions of three components are
represented as:

Lp = − 1

N

N∑
i=1

wtiyi(ti) log ŷpi(ti) (10)

La = − 1

N

N∑
i=1

wtiyi(ti) log ŷai(ti) (11)

Lf = − 1

N

N∑
i=1

wtiyi(ti) log ŷf i(ti) (12)

respectively, where N is the number of training examples,
and wt is the weight for class t, deployed to avoid poor fitting
caused by the unbalanced distribution of labels. Specifically,

wt =
1√

count(t)
(13)

where count(t) represents the number of training examples
which are in class t.

Regression Loss. The last component, Lr, represents the re-
gression loss. We propose to use the Cramer distance between
ŷp and y:

Lr =
1

N

N∑
i=1

‖F (ŷpi)− F (yi)‖
2
2. (14)

FX(x) is the cumulative distribution function (CDF) of x,
representing the probability that the discrete random variable
X takes on a value less than or equal to x. Specifically,

FX(xi) = P (X ≤ xi) =
∑
xi≤x

p(xi). (15)



TABLE I: Evaluation results of our approaches trained on different settings vs. baseline.

Approach Attention Gaussian Regression macro-avg. f1 class precision recall f1
CC 0.59 0.79 0.68

Baseline 7 7 7 0.803 WCC 0.92 0.85 0.88
NCC 0.84 0.86 0.85
CC 0.62 0.81 0.70

Ours(Att) 3 7 7 0.823 WCC 0.93 0.86 0.89
NCC 0.86 0.90 0.88
CC 0.58 0.79 0.67

Ours(Gauss) 7 3 7 0.813 WCC 0.93 0.85 0.89
NCC 0.86 0.90 0.88
CC 0.67 0.79 0.73

Ours(Att+Gauss) 3 3 7 0.827 WCC 0.91 0.86 0.89
NCC 0.84 0.88 0.86
CC 0.65 0.86 0.74

Ours(all) 3 3 3 0.830 WCC 0.94 0.85 0.89
NCC 0.83 0.90 0.86

TABLE II: Hyper-parameter settings for loss function.

Method αp αa αf αr macro-avg. f1
Baseline 0.8 0.1 0.1 – 0.803
Ours(all) 0.8 0.1 0.1 1 0.813
Ours(all) 0.8 0.1 0.1 100 0.817
Ours(all) 0.1 0.1 0.8 0.1 0.823
Ours(all) 0.1 0.8 0.1 0.1 0.820
Ours(all) 0.8 0.1 0.1 0.1 0.830

IV. EXPERIMENTS

We evaluate our approaches on various metrics. Below we
describe the datasets used for these experiments, and explore
the performance of our model through an extensive analysis.

A. Datasets

The IllustrisTNG project [32] contains a large num-
ber of state-of-the-art cosmological magnetohydrodynam-
ical simulations of the formation of galaxies. TNG300
is the simulation with the largest volume in Illus-
trisTNG [33] [34] [35] [36] [37]. We obtain a total number
of 954 X-ray emissivity images from 318 maassive clusters
in TNG300. These images can be categorized into three
different classes based on their central cooling times. CC
clusters are defined as tcool ≤ 1.0Gyr. WCC clusters are
those with 1.0Gyr < tcool < 7.7Gyr. NCCs are character-
ized as having highest core temperatures in the center with
tcool ≥ 7.7Gyr [3].

B. Preprocessing

For each sample, we crop the central 256×256 pixels to get
rid of a huge number of purely dark pixels in outer regions.
Since the original values of pixels are extremely large, we scale
pixel values smaller by taking the natural log. We then get the
final ready-to-use images by normalizing all pixel values to
[0, 1].

To create cluster-level train/val/test splits for training and
evaluating our network, we utilize a 10-fold cross validation
strategy, and projections in the same cluster are always in the
same fold. During the training process, we use 8 folds for
training, 1 fold for validation and 1 fold for testing. We repeat
this process until all folds are tested. We report the results

Fig. 3: The confusion matrix (row normalized) for our best
method.

tested on the entire 10 folds by using this cross validation
strategy.

C. Implementation Details

Our model is developed by using PyTorch [38], and op-
timized using Adam [39] with a step learning rate decay
strategy. We start to optimize the network with the learning
rate 0.001, and decay the learning rate using the step size
10, by the factor 0.1. We initialize ResNet-18 [12] using
ImageNet [40] pre-trained weights. We notice that using these
pre-trained weights achieves significantly better performance
than random initialization.

Based on our experiments, we notice that optimizing the
total loss with αp = 0.8, αa = 0.1, αf = 0.1, and αr = 0.1
offers the best performance. In attention map generation, we
set the hyper-parameter τ1 to 0.7. For binary masks generation,
we set the threshold to τ2 = 0.7, and set λ = 25.

D. Results

Our results are shown in Table I. In our experiments,
ResNet-18 is used as the baseline method. We compare our



complete architecture with three variants as well as the base-
line method. Ours(Att) represents the method that only uses
attention maps to generate the binary masks. Ours(Gauss)
shows the results obtained by using bivariate Gaussian dis-
tribution to generate binary masks. Ours(Att+Gauss) rep-
resents that we generate binary masks by taking the union
of Gaussian and attention. All methods mentioned above use
cross entropy as their loss functions. From Table I we can
notice that using the combination of attention and Gaussian
methods achieves better performance than using only one of
them. The last row in Table I, Ours(all), shows that adding
the regression component in the loss function can achieve
the best performance, and get the highest macro-averaged F1
score (0.830) among all experiments. Table II shows results
of various combinations of hyper-parameters for the total loss
function.

Figure 3 shows the confusion matrix for our best method.
The results are satisfactory, especially for CC clusters, when
considering the fact that our training set is extremely imbal-
anced, and only about 10% of all samples are CC clusters.

V. CONCLUSION

Identifying various types of galaxy clusters using X-ray
images is important in astronomy. We introduce a novel
approach for identifying cool-core, weak-cool-core, and non-
cool-core galaxy clusters. We demonstrate how a combination
of an attention map and a bivariate Gaussian distribution helps
crop an informative region from the input image for better
classification performance. We design a loss function that
encompasses the domain knowledge and utilizes both clas-
sification components and regression components. In several
critical experiments, we demonstrate our proposed approach
outperforms the baseline and many variant methods. We hope
this work can be a baseline as well as a guideline for future
classification research using large astronomical images.
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